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1.0 GOAL

Using PXE toinstal SME 6.0 on aVIA Mini-ltx small form factor computer with no
CDROM nor floppy drive.

2.0 IN A FEW WORDS

Weinstall TFTP, DHCP, and NFS on a Linux server (RHL 7.3) and test them with a
standard workstation. We copy the latest version of SME to our NFS shared directory and
we adjust "install.cfg" configuration file.

We attach our future SME server directly to our Red Hat 7.3 portable computer through a
crossover cable, check its BIOS settings then make it boot from the LAN. We accept the
licence and after afew minutes the SME is automatically installed.

We use a crossover cable because we don’t want to change the setting of the DHCP
server that is already on our LAN. If you want to use your regular DHCP just make sure
to set the proper boot method of the future SME server to boot from disk instead of boot
from LAN after the installation so it won't loop back to installation again.

3.0 TFTP

3.1 tftp-server-0.28-2.i386.rpm & tftp-0.28-2.i386.rpm

Install the server and the client. The client is used to check the server installation for
problems.
3.2 installation on the server

bash# rpm -UWvh tftp-server-0.28-2.i386.rpm

Preparing. .. HHHHHHHHHHHHHHHHHHHH R [ 1009
1:tftp-server HERHHHH PR HHHHH T T | 1009

Instating the server creates a configuration file: / et ¢/ xi netd. d/tftp

# default: off
# description: The tftp server serves files using the trivial file transfer

# protocol. The tftp protocol is often used to boot diskless
# wor kst ati ons, downl oad configuration files to network-aware
# printers, and to start the installation process for sone operating
# systens.
service tftp
{
socket _type = dgram
pr ot ocol = udp
wai t = yes
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user = root

server = Jusr/sbin/in.tftpd
server_args = -s [tftpboot

di sabl e = yes

per_source =11

cps = 100 2

}
3.2.1 server_args = -s /tftpboot

Indicates what is the tftp-server source directory that will be made available for
the tftp clients. We have to create this directory manually and apply the proper
permissions:

bash# nkdir /tftpboot
bash# chmod 755 /tftpboot

3.2.2 disable = yes
We need to change the di sabl e = yes todi sabl e = no then check if it was

done:
bash# chkconfig tftp on
bash# chkconfig --list|grep tftp
tftp: on

3.3 Hiearchy of the directory: /tftpboot

/tftpboot/
pxel i nux. 0
initrd-everything.ing
initrd.inmg-6.0-sne
v i nuz
v i nuz-s-6.0-sme
pxel i nux. cf g/

def aul t

Thisroot directory, that we have to create manually, need the same name as specified in
the configuration file/ et ¢/ xi netd. d/ tf t p.

3.4 pxelinux.0

Go to http://www.kernel .org/pub/linux/utils/boot/syslinux/, and download the last version
of <sydlinux>. In our case, we downloaded sys! i nux-2. 06. tar. gz inthe/t np
directory. Untar it and copy pxel i nux. 0 in the tftp-server root directory:

bash# cd /tnp

bash# tar -xvzf syslinux-2.06.tar.gz

bash# cd syslinux-2.06
bash# cp pxelinux.0 /tftpboot/

3.5 initrd-everything.ing & vninuz

Those 2 files are on the SME CDROM under / mt / cdr ond i mages/ pxeboot . You have
to copy those 2 filesin the tftp-server directory and rename them if you have more than
one version of the distribution. Make sure that the names you used is not ending with a
".0". The best isto end with an alphabetic character. The other restriction is that the
names have to be the same asthose used in/ t f t pboot / pxel i nux. cf g/ def aul t (See
below). There are 2 initrd files. One is a standard inird and the other one, i ni t r d-

ever yt hi ng. i ng, has support for all install methods and drivers supported for
installation of SME. Since space and download speed is not important, it is better to use
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the later one. Because we might have many versionsin our tftp root directory, while we
copy the files we also rename them to reflect the version we are installaing.

bash# nount /dev/cdrom

bash# cp /mt/cdronl i nages/ pxeboot/initrd-everything.ing /tftpboot/
initrd.inmg-6.0-sne

bash# cp /mt/cdrom i mages/ pxeboot/vm inuz /tftpboot/vm inuz-6.0-sne
bash# ej ect

3.6 pxelinux.cfg directory

We haveto create thispxel i nux. cf g directory under the tftp-server root directory i.e.
the directory that contains pxel i nux. 0. After the future SME server hasused TFTPto
get pxel i nux. 0 it will look into the tftp root directory to find pxel i nux. cf g
subdirectory. This subdirectory has to be absolutely named pxel i nux. cf g. The future
SME server will then try to locate, in this subdirectory, afile corresponding to its MAC
address and if it doesn’t find it will take the file named def aul t . We keep it simple and
only usedefaul t.

3.7 default
Thisfileisakind of bootloader that looks like the standard gr ub. conf file. It contains
parameters for the client station (the future SME sever) to be able to configure its boot:

I abel i nux
kernel vm inuz-6.0-sme
append ksdevi ce=et hO \
| oad_randi sk=1 \
initrd.ing-6.0-sne \
networ k ks=nfs:192.168.0.173:/PXE/ SME/ 6. 0/install.cfg

NOTE: The<\> at theend of thelinesare used only for readability, don’t put them in, all the
append’s parameter s have to be on the sameline.

3.7.1 kernel vmlinuz-6.0-sne

The name of the kernel file (vmlinuz) that we previously copied from the SME
distribution CDROM. It isin the tftp-server root directory which also contains
pxel i nux. 0. Avoid having a name ending with adigit (especially 0).

3.7.2 append
One of the main keyword of the bootloader file.
3.7.3 ksdevice=eth0

The client station (future SME sever) will go through et ho to get the kickstart file
(install.cfg). If we want to use et h1 we will have to modify anaconda and
recompileit.

3.7.4 load_randi sk=1

If we want our bootloader to default to the secondary operating system, we have
to modify the default parameter to 1.

3.7.5 initrd=initrd.ing-6.0-sne

The name of initrd file (initrd-everything.img) in the tftp-server root directory i.e.
the file we copied from the SME distribution CDROM. Aswith v i nuz avoid
having a name ending with adigit (especialy 0).

Page 3



3.7.6 network ks=nfs:192.168.0.173:/PXE/ SME/6.0/install.cfg

Specify that the installation will be done through net wor k, the name of the
kickstart "ks" file will be on the nf s server which have the IP address of

192. 168. 0. 173 (our Red Hat server), it will bein the directory / PXE/ SME/ 6. 0/
and itsnamewill bei nstal | . cfg.

If we want to use a different name for the kickstart file we just have to change the
nameof i nst al | . cf g with another name asfor example: ks_i nst al | - 6. 0-
sne. cf g.

3.8 Testing TFTP

W go to a standard workstation, install the tftp client tftp-0.28-
2.1386.rpm cd to a test directory (/tenp), tftp to our server with the
-v (verbose) switch, tell the server to go to binary node, try to

downl oad a file (in our case we tried to get pxelinux.0 the "0" is
zero), quit the tftp, and finally long list the directory:

bash# rpm -UWvh tftp-0.28-2.i386.rpm

Preparing. .. HHHHHHHHHHHHHHHHHHHHH R [ 1009
1:tftp HHHHHHHHHHHHHHHHHH P [ 1009

bash# cd /tenp

bash# /usr/bin/tftp -v 192.168.0.173

Connected to 192.168.0.173 (192.168.0.173), port 69

tftp> binary

nmode set to octet

tftp> get pxelinux.0

getting from 192. 168. 0. 173: pxel i nux. 0 to pxelinux.0 [octet]

Recei ved 11304 bytes in 0.0 seconds [inf bits/sec]

tftp> quit

[root @i a700 pxe]# |

total 12

STWr--1-- 1 root r oot 11304 Jan 24 22:30 pxelinux.0
4.0 DHCP

4.1 The DHCP server: dhcp-2.0p15.8.i386.rpm
Download dhcp-2.0p15.8.i386.rpm and install it on our Red Hat 7.3 server:
bash# rpm - Uvh dhcp-2. 0pl5. 8. 386.rpm

Thiswill install the dhcp server and create afew configuration files.
4.2 The DHCP server configuration file: /etc/dhcpd. conf

opti on domai n- name "m cronator.dyndns. org";
# An arbitrary domai n nane.
al | ow boot p;
# The bootp flag is used to tell dept. whether or not to
# respond to bootp queries.
# Bootp queries are allowed by default.
al | ow boot i ng;
The booting flag is used to tell dept. whether or not to
respond to queries froma particular client. Thi s
keyword only has meaning when it appears in a host declare-
tion. By default, booting is allowed, but if it is disabled
for a particular client, then that client will not be able to
get and address fromthe DHCP server.
subnet 192.168. 0.0 netmask 255.255.255.0 {
range 192.168.0. 125 192. 168. 0. 130;
# The | P segnent and the range of | P addresses that the server
# will give in response to a dhcp query.
# Note: W take a small range only.

HHIFHHFH
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next - server 192.168.0.173;

# The nane of your TFTP server
# The next-server statenent is used to specify the host address
# of the server fromwhich the initial boot file (specified in
# the filename statement) is to be | oaded. Server-name should
# be a nuneric | P address or a donmin nane. |f no next-server
# paraneter applies to a given client, the DHCP server's |IP
# address is used.
filename "pxelinux.0";

# Name of the bootloader programin the tftp-server root
# directory i.e. <192.168.0.173:/tftpboot/ pxelinux. 0>
# The filename statement can be used to specify the name of the
# initial boot file which is to be |oaded by a client. The
# filenane should be a fil enane recogni zable to what-ever file
# transfer protocol the client can be expected to use to |oad
# the file.

} # END of subnet.

4.2.1 option donain-name "m cronator.dyndns. org"

Thisis our domain name. Choose anything you like.

4.2.2 subnet 192.168.0.0 net mask 255.255.255.0 {
Replace with your subnet and mask for your particular LAN. Don’t forget the "{"
at the end of the line

4.2.3 range 192.168.0.125 192. 168. 0. 130;

Thefirst DHCP client will receive the IP 192.168.0.125 and the last one
192.168.0.130.

Please remember that you can have only one DHCP server per LAN segment. If
you cannot install one on your segment because there is already one, then you can
just connect the Red Hat server and the future SME server directly with a
crossover RJ-45 cable.

4.2.4 next-server 192.168.0.173;

Theisthe IP address of our TFTP server i.e. Red Hat 7.3
4.2.5 filename "pxelinux.0"

Thisisthefilethat the future SME server will try to get using TFTP. It is some
kind of "MBR" like file that tells the PXE client how to get the real boot |oader
configuration filei.e. /tftpboot/pxelinux.cfg/default.

4.3 The DHCP client |ease database: /var/lib/dhcp/dhcpd. | eases

When DHCP isfirst installed, there is no lease database. However, dhcpd requires that a
|ease database be present before it will start. To make theinitial |ease database, just create
an empty file called /var/lib/dhcp/dhcpd.leases.

bash# touch /var/lib/dhcp/ dhcpd. | eases

Thisfilewill contains some data about the 1P addresses given after clients queries. Itisa
good place to look to see if the dhcpd daemon is working properly. Another place to look
for errorsif the client didn’t receive an addressis/ var /| og/ nessages. It will tell you
what is going on with the DHCP.

4.4 [etc/hosts
While doing the installation the server will try to resolve machine name. If it cannot do it,
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it will stop with an error message. Since in our case the IP segment has only two stations,
our portable and the future SME server, the best way to solve this problem isto put the
name of the client station along with its IP addressin the TFTP server’s/ et ¢/ host s file.
If you are doing more than one client at the same time, put all the client IP and addresses
in this hosts file. The dhcp-server will always give name starting with pc-xxxx. Where
xxxx correspond to the |P address it gives to the client.

# Do not renove the following line, or various prograns
# that require network functionality will fail.

127.0.0.1 dor gee. m cronat or. dyndns. org pc-0173 dor gee | ocal host
192.168.0.173 pc-0173 # NFS, TFTP, & DHCP server (our RHL 7.3)

192. 168. 0. 125 pc-0125 # our first client using PXE

192.168. 0. 126 pc-0126  # our second client using PXE

192. 168. 0. 127 pc-0127 # our third client using PXE

192.168. 0. 128 pc-0128 # our fourth client using PXE

192.168. 0. 129 pc-0129 # our fifth client using PXE

192.168. 0. 130 pc-0130 # our sixth «client using PXE

4.5 Starting the DHCP daenpn
At the DHCP server console just type the following command:

bash# service dhcpd start
Starting dhcpd: [ XK ]

Verify that the daemon is running:

bash# servi ce dhcpd status
dhcpd (pid 1379) 1s running...

4.6 The DHCP client: dhcpcd-1.3.22pl 1-7.i386.rpm

ThisRPM dhcpcd- 1. 3. 22pl 1- 7. i 386. isthe client RPM as denoted by the ¢ in the
name. Install it on atest station on the same ethernet segment as the DHCP server to
verify that your server isworking properly. Copy the DHCP client RPM and ingtall it by
typing the following:

bash# rpm - Uvh dhcpcd- 1. 3. 22pl 1- 7.1 386. r pm
Preparing. .. HERHHHH AR B HHH PR TR [ 1009
1: dhcpcd HEHHBHH T H AR R R [ 1009

Make a backup copy of thefile/ et c/ sysconfi g/ net wor k- scri pts/ifcfg-eth0oon
that same test station:
bash# cp /etc/sysconfig/network-scripts/ifcfg-ethO /etc/sysconfig/ network-
scripts/ifcfg-ethO.original
Make sure that thefile/ et c/ sysconfi g/ net wor k-scri pts/i fcf g- et ho contains only
the following:
DEVI CE=et hO

BOOTPROTO=dhcp
ONBOOT=yes

We need to restart the network on the test station for the new configuration of et ho to
apply:

bash# service network restart
Shutting down interface ethO:
Shutting down | copback interface
Setting network paraneters:
Bringi ng up | oopback interface:

RRRQI
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Bringing up interface ethO: [ &K ]

Thelast line means that everything is working fine. Another way to check that the dhcp-
server isrunning asit should isto first kill the P we just received then ask for anew IP
address:

bash# dhcpcd -k
bash# dhcpcd -n

Now we check if we received an address:

bash# ifconfig ethO
et hO Link encap: Ethernet Hwaddr 00: 40: 63: CC: 40: 15
inet addr:192.168.0.125 Bcast:192.168.0.255 Mask: 255. 255. 255.0
UP BROADCAST NOTRAI LERS RUNNI NG MULTI CAST Mru: 1500 Metric:1
RX packets: 3142 errors: 0 dropped: 0 overruns:0 franme: 0
TX packets: 2102 errors: 4 dropped: 0 overruns:0 carrier:?2
col I'i sions: 795 txqueuel en: 100
RX bytes: 3763618 (3.5 M) TX bytes: 170336 (166.3 Kb)
Interrupt: 10 Base address: 0xe800
If you don't have this after typing the ifconfig command then recheck your setup it
should work. When satisfied don’t forget to put back on the test station the original / et c/
sysconfi g/ networ k-scripts/ifcfg-ethO.

bash# cp /etc/sysconfig/ network-scripts/ifcfg-ethO.original /etc/sysconfig/
net wor k-scripts/ifcfg-ethO

5.0 The PXE directory containing the distribution files
Copy the complete CDs of the SME distribution on the server in / PXE/ SME/ 6. 0/
directory.
bash# nkdir -p /PXE/ SME/ 6.0

bash# nount /dev/cdrom
bash# cp -R /mt/cdrom * / PXE/ SME/ 6.0

6.0 NFS

6.1 nfs-utils-0.3.3-6.73.i386.rpm & portnap-4.0-41.i386.rpm

Download nfs-utils-0.3.3-6.73.i386.rpm& portnap-4.0-41.i 386. r pmOr newer
ones and install both RPM starting by portmap then nfs-utils:

bash# rpm - Uvh portmap-4.0-41.i386.rpm

Preparing. .. HHAHHHH PR HH PR R
port map A
bash# rpm -UWh nfs-utils-0.3.3-6.73.i386.rpm

Preparing. .. A
nfs-utils BB HHH PR PR

Thiswill install all the necessary files for the NFS server and create afew configuration
files.

6.2 NFS configuration files: /etc/exports
Modify the /etc/exports file to look like the following:
# 29 décenbre 2003

# We share: </PXE SVE 6. 0>
/| PXE/ SME/ 6. 0 192. 168. 0. 0/ 255. 255. 255. 0(r 0, no_r oot _squash)
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6.2.1 /PXE/SME/ 6.0
Thisisthe directory we want to share under NFS.
6.2.2 192.168.0.0/255. 255. 255. 0

We want to share with everybody on the IP segment 192. 168. 0. 0 using the mask
of 255. 255. 255. 0. Note that there is no space between the last <...255.0> and the
next <(ro,...>. If you put one, it doesn’t means the same thing at all, so beware.

6.2.3 ro
We want to share the directory in read only mode.
6.2.4 no_root_squash

When the user <root> will use the NFS server, it will do so under itsreal user
name and power of r oot and will not be switch to user nobody when connecting.

6.3 Exporting the directory
To export the directory we have to type the following command:

bash# exportfs -rav
exporting 192.168. 0. 0/ 255. 255. 255. 0: / PXE/ SME/ 6. 0

We want to seeif the directory is exported:

bash# exportfs -v

/| PXE/ SME/ 6. 0 192. 168. 0. 0/ 255. 255. 255. 0(r 0, async, wdel ay, no_r oot _squash)
Everything looks ok. The directory / PXE/ SME/ 6. 0 is exported. Everybody on IP
segment 192. 168. 0. 0 with the mask of 255. 255. 255. can seeit. The directory isin read
only mode and user <root> will ber oot . To let in user <root> asr oot iSasecurity risk.
Be aware.

6.4 Starting the NFS daenon
First we check the status of the NFS daemon:

bash# service nfs status
rpc.nountd is stopped
nfsd i s stopped
rpc.rquotad Is stopped

Then we start the NFS daemon:

bash# service nfs start
Starting NFS services:
Starting NFS quotas:
Starting NFS nountd:
Starting NFS daenon:

RRRIQ

Again we check the status of the NFS daemon:
bash# service nfs status
rpc. mountd (pid 5633) is running...

nfsd (pid 5642 5641 5638) is running...
rpc.rquotad (pid 5628) is running...

If we modify / et ¢/ expor t s, we haveto export it again using exportfs -rav. Pl ease
re-export every tinme you nodi fy sonething.

6.5 Testing NFS froma client side
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We can check the NFS server using a standard station. Just make sure the station has the
nfs-utils RPM installed. If it doesn’t install the RPM.

bash# rpm-qga | grep nfs-utils
nfs-utils-0.3.3-6.73

Create the mount point on that station to receive the mount:
bash# nkdir /mt/PXE

6.6 The nount command

Now we mount the exported directory. Always login as <root> to mount something.
NOTE: The<\> at theend of the 2 first lineis used only for readability, don’t put them on the
command line. Also, thecommand and all the parameters have to be on the sameline.

bash# mount -t nfs -0 soft, bg,ti neo=120 \
192. 168. 0. 173: / PXE/ SME/ 6. 0 \
/ mt / PXE
6.6.1 -t nfs
The argument following the -t is used to indicate the file system type.
6.6.2 -0

Options are specified with a-o flag followed by a comma separated string of
options.

6.6.3 soft
This option allows the kernel to time out if the nfs server is not responding for
some time. The time can be specified with timeo=time. This option might be
useful if your nfs server sometimes doesn't respond or will be rebooted while
some process tries to get a file from the server. If it takestoo long it meansyou
have a problem in the command line itself or something is wrong on the server
side.

6.6.4 bg
If the first NFS mount attempt times out, retry the mount in the background. After
amount operation is backgrounded, all subsequent mounts on the same NFS

server will be backgrounded immediately, without first attempting the mount. A
missing mount point is treated as a timeout, to allow for nested NFS mounts.

6.6.5 tineo=120

This option allows the kernel to time out if the nfs server is not responding for
some time. Expressed in seconds

6.6.6 /mmt/PXE
Our mount point on the machine we are using.
Now we check if the directory is mounted on our standard station:

bash# df -h

Fi |l esystem Size Used Avail Use% Mounted on
/ dev/ hda3 28G 491M 25G 2%/

/ dev/ hdal 197M 14M 173M 8%/ boot
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none 121M 0 120M 0% /dev/shm
192.168. 0. 173: / PXE/ SME/ 6. 0 32G 25G 5.1G 83%/PXE

6.6.7 192.168.0.173:/PXE/ SME/ 6.0

Hereisthe exported directry / PXE/ SVE/ 6. 0 from our NFS server
192. 168. 0. 173.

Now we check inside the mounted directory:

[root @i a700 etc]# |1 /PXE SME 6.0/
total 44

dr-xr-xr-x 4 root r oot 4096 Jul 21 2003 dosutils
dr-Xxr-xr-x 4 root r oot 4096 Jul 21 2003 e-snmth

dr - xr-xr-x 8 root r oot 4096 Feb 7 15:33 inmages

- FWXT - XTI - X 1 root r oot 2181 Dec 26 03:49 install.cf
- T WXT - XT - X 1 root r oot 2181 Feb 2 20:53 ks.cfg
-r--r--r-- 1 root r oot 20249 Dec 11 10:19 LI CENSE. t xt
-r--r--r-- 1 root r oot 200 Dec 11 10:48 TRANS. TBL

We can even see the standard kickstart filei nstal | . cf g.

To see some satistics we can always use the command / usr/ shi n/ nf sst at on the
server. A good place to look for error is/ var /| og/ nessages. If something goeswrong
thisisthe first place to look.

Total victory on the NFSfront.

6.6.8 Troubl eshooting

If you get a message like: nount : 192. 168. 0. 173: / PXE/ SME/ 6. 0 fai | ed,
reason given by server: Permission denied.then have alook at /var/log/

messages
bash# tail /var/l og/ messages

Dec 28 16:38:00 dorgee nfs: Starting NFS services: succeeded

Dec 28 16:38:01 dorgee nfs: rpc.rquotad startup succeeded

Dec 28 16:38: 01 dorgee nfs: rpc.nfsd startup succeeded

Dec 28 16:38:01 dorgee nfs: rpc.mountd startup succeeded

Dec 28 16:38: 46 dorgee rpc. nountd: refused nount request from 192.168.0. 125
(pc-0125) for /PXE/ SME/ 6.0 (/PXE/ SME/6.0): no DNS forward | ookup

Since we don’t have DNS services on our network, we modify / et ¢/ host onthe
Red Hat server to have an entry in it for the test station (192.168.0.125).

bash# cat /etc/hosts

# Do not renpve the following line, or various prograns
# that require network functionality will fail

127.0.0.1 dor gee. m cronat or. dyndns. org pc-0173 dor gee | ocal host
192.168.0.173 pc-0173 # NFS, TFTP, & DHCP server (our RHL 7.3)
192. 168. 0. 125 pc-0125 # our first client using PXE

7.0 INSTALL.CFG
# kickstart file for SME Server V5
# Copyright (c) 2001 Mtel Networks Corporation
B o o m o e o e e o e e e e e e e e e e e e e e e e e e e e e e e eee e e o

# NOTE: The only supported custom zations to this file are:
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keyboard

ti nmezone
To nodify the default settings for these paraneters, please refer
to the HOATO docunment on http://wwv. e-smth. org/docs/ how o/

- Mchel -Andre Robillard 11 octobre 2003 @ 19: 36:
- Voir insatll.cfg.original pour |'original

HHEHHFEHHFHHHHR

#Syst em | anguage
I ang en_US

#Language nodul es to install
| angsupport en_US fr_CA

#Syst em keyboard
keyboard us

#Syst em nouse
##t###mouse none
nouse --enul three genericps/2

#System ti nezone
#t1 mezone --utc Anerical/ New York
ti mezone --utc Anerical/ Montreal

#Root password o

#rootpw --iscrypted $1$GAIGsCRES$| WK/ s8Wbj QIRy QUS3B0d1
#Root password "passwor d"

rootpw --iscrypted $1$X4zN vOL$! 8. vXRA02gh9GqomUHgML.

#Reboot after installation
#r eboot

#Use text node install
#t ext

#Syst em boot | oader configuration
boot | oader --useLilo --linear --location=nbr

#i nstead or upgrade
instal l

#l nstall method

#cdrom

#url --url http://allspicel/devel opment/files/projects/e-smth-rel eases/
6. Oal pha5+SL/ cdr om i nage/

#####Nf s --server 192.168.0.173 --dir /PXE/ M TEL/ 6. 3-b/
nfs --server 192.168.0.173 --dir /PXE SVE/ 6. 0/

#C ear the Master Boot Record
zeronbr yes

#C ear all partitions fromthe disk
clearpart --all --initlabel

#Di sk partitioning infornation

part swap --size 256 --ondisk 0

part /boot --fstype ext3 --size 200 --ondisk O
part / --fstype ext3 --size 200 --grow --ondisk 0O

#Use DHCP networ ki ng
networ k --bootproto dhcp

#Syst em aut hori zati on i nformation
auth --useshadow --enabl emd5

#Firewal | configuration
firewall --disabled
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#Do not configure the X Wndow System
ski px

Y%packages

Y%packages
@ Base

%post

# set up initial configuration
/ sbin/e-snith/signal -event post-install

# add comment to /etc/notd
echo "Welcone to the Mtel Networks SME Server." > [etc/notd

8.0 TROUBLESHOOTING

The worse problem isfrom IP address and name resolution. Y ou will notice that the name
DHCP gives to the station is sometime pc- 1234 and sometime pc- 12345. pc- 1234
before the installation and pc- 12345 after the installation. Inthe / et ¢/ host s filewe
always use pc- 1234. The dias for the name of our server also follows the samerulei.e.
pc- 1234. The best way to see thisis by looking at the/ var /| og/ messages files that will
give you the most verbose hints for the resolution of the problem.

After trying PXE on different hardwares | noticed that sometime the on-board NIC
doesn’t seems to work with PXE but the add-on PCI NIC card has no problem to use
PXE. So | tried to use the add-on PCI NIC.

The add-on PCI NIC after receiving the IP will connect to the PXE server for the TFTP
transfer. The station will receive the initrd and the vmlinuz files and load them. At that
moment the kerndl will re-initialized the network.

The next step isto get the kickstart filei nst al | . cf g. The station triesto reconnect to the
PXE server. | suspect that it istrying to resolve the station and server names because it
triestwo timeto resolve names. Eventually it will time out on both tentatives and then
complainsthat it cannot find our kicstart filei nst al | . cf g that he now namesks. cf g.

This particular problem is found maily with motherboard with on board NIC with PXE
DISPLAY MESSAGE turned off so you just see the displayed message of the second
card i.e. the add-on PCI NIC which of course you set to boot using PXE.

After receiving its I P address from the DHCP the add-on PCI NIC will try to find the
boot file in the /tftpboot/pxelinux.0 directory. If its MAC adddress is 00:04:3C:AB:F1:F4
it will first look for the 01-00-04-3c-ab-f1-f4. Notice the leading 01 don’'t ask me why.

Y ou will seethisfile name appearing right after the station received its | P address. If this
fileisnot found it will look for afile corresponding to itsreceived IP address in some
kind of hexadecimal form. After every unsuccessful attempt it will take out adigit at a
time from its | P address and look again for a corresponding file. Finally if still without
success it will take the default file which name isdef aul t . In our case we only use the
def aul t name for the boot configuration file. All of the above takes only one or two
seconds.

. Our future SME server will get the def aul t boot file, open it and start processing it. It
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will load the kernel which will initialize all the NIC and of course the on-board one will
be et ho and the one we just used to connect to the PXE server will be ethl, the add-on
PCI NIC. There are two solutions for our problem.

First solution: turn off the on-board NIC but still tell the BIOS to boot from the LAN and
we will use our PCI NIC to connect to the PXE server. After installation, when the SME
will reboot for the first time, we will go back to the BIOS and enable the on-board NIC
and take out the boot from LAN.

Second solution: find the way to show the PXE display for the on-board NIC and use it
for connecting to the PXE server. Y ou motherboard manual should explain how to enable
the PXE display.

If at that moment you tail the /var/log/messages on the PXE server you will notice the
MAC address of the station to be different than the one displayed when at the beginning
of the PXE loading it is looking for the
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